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A B S T R A C T

High-fidelity facial avatar reconstruction from monocular videos is a prominent research problem in computer
graphics and computer vision. Recent advancements in the Neural Radiance Field (NeRF) have demonstrated
remarkable proficiency in rendering novel views and garnered attention for its potential in facial avatar
reconstruction. However, previous methodologies have overlooked the complex motion dynamics present
across the head, torso, and intricate facial features. Additionally, a deficiency exists in a generalized NeRF-based
framework for facial avatar reconstruction adaptable to either 3DMM coefficients or audio input. To tackle
these challenges, we propose an innovative framework that leverages semantic-aware hyper-space deformable
NeRF, facilitating the reconstruction of high-fidelity facial avatars from either 3DMM coefficients or audio
features. Our framework effectively addresses both localized facial movements and broader head and torso
motions through semantic guidance and a unified hyper-space deformation module. Specifically, we adopt a
dynamic weighted ray sampling strategy to allocate varying degrees of attention to distinct semantic regions,
enhancing the deformable NeRF framework with semantic guidance to capture fine-grained details across di-
verse facial regions. Moreover, we introduce a hyper-space deformation module that enables the transformation
of observation space coordinates into canonical hyper-space coordinates, allowing for the learning of natural
facial deformation and head-torso movements. Extensive experiments validate the superiority of our framework
over existing state-of-the-art methods, demonstrating its effectiveness in producing realistic and expressive
facial avatars. Our code is available at https://github.com/jematy/SAHS-Deformable-Nerf.
1. Introduction

Reconstructing high-fidelity facial avatars from monocular videos
holds significance in computer graphics and computer vision, offering
promising applications in digital human modeling, video conferencing,
and virtual reality. Nevertheless, achieving superior fidelity in captur-
ing the dynamics of human facial expressions remains a formidable
challenge due to the inherent complexity of facial geometry and appear-
ance variations [1–3]. The earliest attempts towards face reconstruction
utilized parametric 3D Morphable Models (3DMMs) [4]. However,
these models struggle to capture detailed facial features such as hair,
skin texture, and accessories like glasses [5,6].

Recently, Neural Radiance Field (NeRF) [7] has revolutionized the
field of three-dimensional reconstruction by offering photorealistic ren-
dering of novel-view images. The impressive rendering quality of NeRF
has inspired great interest in facial avatar reconstruction. For example,
NerFACE [8] learns a dynamic NeRF to render 4D facial avatars by
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utilizing pose and expression coefficients estimated by 3DMMs [4].
However, NerFACE suffers from two limitations. Firstly, it models the
torso and head with a single NeRF, resulting in unnatural torso move-
ments. Secondly, it ignores variations in local facial dynamics, leading
to poor generation of fine-grained facial details. HFA-GP [9] aims
to mitigate these challenges by learning a local and low-dimensional
subspace within the latent space of 3D-GAN as a generative prior
for reconstructing facial avatars from monocular videos. Nevertheless,
HFA-GP still exhibits minor visual artifacts that do not exist in the
input image or alter the background of the input image. In contrast,
AD-NeRF [10] is introduced for audio-driven talking head synthesis,
utilizing two distinct NeRFs to model the head and torso separately.
However, AD-NeRF often yields unnatural outcomes due to the head-
torso separation during the rendering stage [11]. DFRF [12] further
tackles the few-shot audio-driven talking head synthesis problem and
achieves plausible results in the few-shot setting; nevertheless, it also
https://doi.org/10.1016/j.patrec.2024.08.004
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 data mining, AI training, and similar technologies. 
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Fig. 1. Overview of our proposed semantic-aware hyper-space deformable NeRF-based framework for reconstructing high-fidelity face avatars from monocular videos. It consists
of four main components: (1) a dynamic weighted ray sampling strategy, (2) a hyper-space deformation module, (3) a semantic guidance module that enhances the NeRF with
semantic information, and (4) a texture enhancement technique.
encounters difficulties with head-torso separation by treating the torso
as a static background. DIRFA [13] leverages a transformer-based prob-
abilistic mapping network to generate talking faces driven by audio
signals. While DIRFA excels in producing talking faces with diverse
realistic facial animations from the same driving audio, it focuses solely
on the movement of the lips and neglects the internal structure of the
mouth, particularly the representation of the teeth and oral cavity.

The aforementioned challenges can be distilled into three primary
issues when integrating NeRFs into facial avatar reconstruction. Firstly,
the diverse motions exhibited by the head, torso, and facial regions
present a significant hurdle in effectively modeling these movements
with a single deformable module. Secondly, the varying motion pat-
terns across different facial regions require semantic guidance to ac-
curately capture local dynamics and fine details of facial appearance.
Notably, the mouth region exhibits high-frequency motion, demanding
heightened attention compared to other facial regions. Thirdly, the
absence of a generalized NeRF-based framework adaptable to either
3DMM coefficients or audio input presents a notable limitation.

In this work, we propose a generalized semantic-aware hyper-space
deformable NeRF-based framework for reconstructing high-fidelity fa-
cial avatars from monocular videos. Our framework can be driven
by either 3DMM coefficients or audio features, effectively handling
both localized facial movements and broader head and torso motions.
To achieve this, we introduce four main components: (1) a dynamic
weighted ray sampling strategy tailored to the semantic regions of the
face, (2) a hyper-space deformation module designed to map obser-
vation space coordinates to the canonical hyper-space, facilitating the
learning of more natural facial deformation and head-torso movements,
(3) a semantic guidance module that enhances the NeRF with semantic
information to capture the fine-grained appearances of different facial
regions, and (4) a texture enhancement technique that improves the
visual quality of the rendered images.

For this paper, the main contributions are as follows: (1) We pro-
pose a generalized semantic-aware hyper-space deformable NeRF-based
framework for reconstructing high-fidelity facial avatars from monoc-
ular videos, which can be driven by either 3DMM coefficients or
audio input. (2) We introduce a hyper-space deformation module that
transforms the observation space coordinates to the canonical hyper-
space coordinates, which can effectively handle both localized facial
movements and broader head and torso motions. (3) Extensive ex-
periments demonstrate that the proposed framework outperforms the
existing state-of-the-art methods.
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2. Method

Fig. 1 illustrates our semantic-aware hyper-space deformable NeRF-
based framework, comprising four main components: (1) a dynamic
weighted ray sampling strategy, (2) a hyper-space deformation module,
(3) a semantic guidance module that enhances the NeRF with semantic
information, and (4) a texture enhancement technique.

2.1. Dynamic weighted ray sampling

Building on SSP-NeRF [14], we introduce a dynamic weighted ray
sampling strategy tailored to the motion patterns of distinct facial
regions. Unlike the original NeRF [7], which samples rays uniformly on
the image plane, our strategy assigns different sampling probabilities
to different semantic categories during the training stage. SSP-NeRF
defines the sampling probability of the 𝑖th semantic category during
the training stage as follows:

𝑝𝑖 =
𝑖

∑𝐾
𝑖=1 𝑖

(1)

where 𝐾 is the number of semantic categories in the parsing map, 𝑖
is the sum of semantic loss and RGB loss of the 𝑖th semantic category
for the previous epoch. Thus, the rays across 𝐾 categories are sampled
as:

𝑁𝑖 = 𝑝𝑖 ⋅𝑁𝑠 (2)

where 𝑁𝑖 is the number of rays distributed to the 𝑖th category and 𝑁𝑠
is the number of sampled rays.

We observed that the dynamic ray sampling in SSP-NeRF relies
solely on the training loss to allocate the sampling ratio. To enhance
the flexibility and controllability of dynamic sampling, we introduce
sampling weights denoted as 𝜔 ∈ R𝐾 during the ray sampling process.
We define the sampling probability of the 𝑖th semantic category during
the training stage as follows:

𝑝𝑖 =
𝜔𝑖𝑖

∑𝐾
𝑗=1 𝜔𝑗𝑗

(3)

The enhanced dynamic weighted ray sampling strategy allows for
manual adjustment of sampling weights, enabling more attention on
important facial regions.
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2.2. Hyper-space deformation module

As previously discussed, the torso exhibits more flexible movement
compared to the head. Modeling the head and torso movement with
a single NeRF may result in unnatural torso oscillations. To address
the inconsistency in head-torso motion, AD-NeRF [10] employed two
separate NeRFs, which led to head-torso separation issues. To mitigate
these issues, we propose a unified hyper-space deformation module
capable of modeling the motions of the head, torso, and face. This
module comprises a global deformation field for capturing global non-
rigid motion and a local deformation field for capturing detailed local
motion.

Global Deformation Field. We define a global deformation field that
aps observation coordinates to canonical coordinates, which are sub-

equently utilized to query a template NeRF. In order to facilitate the
odeling of global non-rigid motion in the torso and facial regions, we

ncorporate head pose and facial features as inputs into the function.
ormally, given the spatial coordinate 𝐱 ∈ R3, facial feature 𝛾 ∈ R𝑑𝑖𝑚

and head pose 𝐩 ∈ R6, the global deformation function 𝐹 𝑑
𝛩 is trained to

utput the displacement 𝛥𝐱 ∈ R3 for converting the given point to its
position in the canonical space as 𝐱 + 𝛥𝐱.

𝐹 𝑑
𝛩 ∶ (𝐱,𝐩, 𝛾) ∈ R𝑑𝑖𝑚+9 → △𝐱 ∈ R3 (4)

where the function 𝐹 𝑑
𝛩 is parameterized by a learned MLP. Note that the

motion of the head can be parameterized via the head pose by binding
the head pose with the camera pose.

Local Deformation Field. While the global deformation field effec-
tively models the movement of the torso and facial regions in general, it
falls short in capturing facial topological changes, such as eye blinking
and mouth openings, and may even introduce undesirable artifacts.
Inspired by Hypernerf [15], we leverage a lifting function to define
the 5D radiance field of each input image as a slice in hyper-space.
Similarly, given the spatial coordinate 𝐱 ∈ R3, facial feature 𝛾 ∈ R𝑑𝑖𝑚,
nd head pose 𝐩 ∈ R6, the lifting function 𝐹 ℎ

𝛷 is trained to output
point 𝐰 in ambient coordinate space, defining the cross-sectional

ubspace of the coordinate in hyper-space.
ℎ
𝛷 ∶ (𝐱,𝐩, 𝛾) ∈ R𝑑𝑖𝑚+9 → 𝐰 ∈ R𝑊 (5)

here the function 𝐹 ℎ
𝛷 is parameterized by a learned MLP.

.3. Semantic-NeRF and network training

emantic-NeRF. Considering that each semantic region possesses dis-
inct appearances and movement patterns, we extend the deformable
eRF by incorporating semantic guidance for capturing local dynamics
nd fine-grained appearances of different facial regions. As illustrated
n Fig. 1, we introduce a segmentation renderer into the deformable
eRF. Formally, we map a query coordinate 𝐱′ and ambient coordi-
ate 𝐰 to a distribution over 𝐾 semantic labels through pre-softmax
emantic logits 𝐬(𝐱′,𝐰). Subsequently, we adapt NeRF volume rendering
quations to compute the semantic label and the color of a single pixel.
et 𝐱(𝑡) be a point along the camera ray 𝐫(𝑡) = 𝐨 + 𝑡𝐝 emitted from the
enter of projection 𝐨 to a pixel 𝑣. Considering near and far bounds 𝑡𝑛
nd 𝑡𝑓 in that ray, the expected color 𝐶 and semantic logits 𝑆 of the
ixel 𝑣 is defined by:

̂(𝐫) = ∫

𝑡𝑓

𝑡𝑛
𝑇 (𝑡)𝜎(𝐱′(𝑡),𝐰(𝑡))𝐬(𝐱′(𝑡),𝐰(𝑡))𝑑𝑡 (6)

̂ (𝐫) = ∫

𝑡𝑓

𝑡𝑛
𝑇 (𝑡)𝜎(𝐱′(𝑡),𝐰(𝑡))𝐜(𝐱′(𝑡),𝐰(𝑡),𝐝, 𝐞𝐱′ )𝑑𝑡 (7)

here 𝐱′(𝑡) = 𝐱(𝑡) + 𝐹 𝑑
𝛩(𝐱(𝑡),𝐩, 𝛾), (8)

ℎ
𝐰(𝑡) = 𝐹𝛷(𝐱(𝑡),𝐩, 𝛾), (9) e
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𝐹 𝑡
𝛱 (𝐱′(𝑡),𝐰(𝑡),d, 𝐞𝐱′ ) =

[𝐜(𝐱′(𝑡),𝐰(𝑡),d, 𝐞𝐱′ ), 𝜎(𝐱
′(𝑡),𝐰(𝑡)), 𝐬(𝐱′(𝑡),𝐰(𝑡))], (10)

nd 𝑇 (𝑡) = 𝑒𝑥𝑝(−∫

𝑡

𝑡𝑛
𝜎(𝐱′(𝐭),𝐰(𝑡))𝑑𝑠). (11)

here 𝐹 𝑡
𝛱 is the semantic-NeRF which takes canonical space coor-

inate, ambient space coordinate, and view direction as input, and
utputs RGB value, semantic logits, and volume density. Subsequently,
he semantic logits can be subjected to a softmax activation function
o transform them into multi-class probabilities. To enhance high-
requency image details, we employ a learnable 3D feature grid [16]
hat utilizes bicubic interpolation to extract local feature vector 𝐞𝐱′ from
t. The volume rendering integrals in Eq. (6), Eq. (7) and (11) can be
pproximated through numerical integration.

etwork Training. Following NeRF [7], we adopt a hierarchical vol-
me sampling strategy to simultaneously optimize coarse and fine
etworks, which are trained using a combination of photometric loss
𝑝 and semantic loss 𝑠:

𝑝 =
∑

𝐫∈

[

‖

‖

‖

�̂�𝑐 (𝐫) − 𝐶(𝐫)‖‖
‖

2

2
+ ‖

‖

‖

�̂�𝑓 (𝐫) − 𝐶(𝐫)‖‖
‖

2

2

]

(12)

𝑠 = −
∑

𝐫∈

[ 𝐿
∑

𝑙=1
𝑝𝑙(𝐫) log �̂�𝑙𝑐 (𝐫) +

𝐿
∑

𝑙=1
𝑝𝑙(𝐫) log �̂�𝑙𝑓 (𝐫)

]

(13)

here  is the set of rays in each batch. 𝐶(𝐫), �̂�𝑐 (𝐫), and �̂�𝑓 (𝐫) are the
round truth, coarse volume predicted, and fine volume predicted RGB
olors for ray 𝐫 respectively. 𝑝𝑙(𝐫), �̂�𝑙𝑐 (𝐫) and �̂�𝑙𝑓 (𝐫) denote the ground
ruth, coarse volume predicted, and fine volume predicted multi-class
emantic probability at class 𝑙 for ray 𝐫 respectively. Therefore, the
verall training loss for our framework is:

= 𝑝 + 𝜆𝑠 (14)

here 𝜆 is the weight of the semantic loss and to balance the magnitude
f both losses.

.4. Texture enhancement

To rectify texture defects in the rendered image 𝐼𝑐 , such as the
eeth and skin, we employ a texture enhancement network  with an
ncoder–decoder architecture to produce the final image 𝐼𝑓 . Inspired
y these methods [17–19], we utilize a texture extractor 𝐸𝑡 to extract
ulti-scale texture features from the source image 𝐼𝑠, which are then

used with the extracted features of the rendered image 𝐼𝑐 . These fused
eatures are subsequently fed into  to enhance the image quality of
𝑓 . Furthermore, to ensure audio–visual consistency in mouth and lip
ovements during audio-driven facial avatar synthesis, we integrate

udio features into . Overall, the training objective of  is to minimize
he 𝐿2 loss between 𝐼𝑔𝑡 and 𝐼𝑓 .

. Experiment

.1. Training data

To train 3DMM-driven facial avatar reconstruction, we utilized
hree monocular RGB videos produced by NerFACE [8], each with a
esolution of 512 × 512 and a duration of about 2 min at 50fps (6000
rames). The last 1000 frames of each video were reserved as a test set.

e extracted head pose, camera intrinsic, and facial expression from
ach frame using a state-of-the-art face tracking method [20]. To train
udio-driven facial avatar reconstruction, we utilized three monocular
GB videos provided by AD-NeRF [10], each with a resolution of
12 × 512 and a duration of 3 to 5 min. We split the last 1/8 of
ach video as a test set. The audio features were obtained from the
peech audio using a pre-trained DeepSpeech [21] model. Furthermore,
e employed BiseNet [22] to generate semantic maps consisting of
2 classes for semantic guidance, including background, hair, cheeks,

yebrows, eyes, nose, ears, lips, mouth, glasses, neck, and torso.
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Fig. 2. Qualitative evaluation of 3DMM-driven face reenactment. From left to right: the ground truth image, FOMM [25], NerFACE [8], INSTA [26] and our method. The results
show that our method can capture fine-grained details of various facial parts such as glasses, eyes, mouth, teeth, wrinkles, and even acne.
3.2. Implementation details

We employ dynamic weighted ray sampling, assigning a sampling
weight 𝜔𝑖 of 1 for all classes except for the lips and mouth, which are
given a weight of 1.1. The total number of semantic categories 𝐾 is
set to 12. For 3DMM-driven models, the feature dimension 𝑑𝑖𝑚 is set
to 76, while for audio-driven models, it is set to 29. Within the hyper-
space deformation module, 𝐹 𝑑

𝛩 comprises 6-layer MLPs with a hidden
size of 128 and ReLU activations, while 𝐹 ℎ

𝛷 comprises 4-layer MLPs
with a hidden size of 64 and ReLU activations. We define the ambient
dimensions as 𝑊 = 2. The Semantic-NeRF 𝐹 𝑡

𝛱 consists of 8-layer
MLPs with a hidden size of 256 and ReLU activations. It is followed
by three branches: a semantic logits branch (4-layer MLPs), a color
branch (4-layer MLPs), and a density branch (1-layer MLP). Following
NeRF [7], we use positional encoding to map the input into a higher-
dimensional space. Specifically, we set 𝐿 = 10 for 𝐱 and 𝐱′, and 𝐿 = 4
for 𝐰 and 𝐝. The hyper-space deformation module and the Semantic-
NeRF are trained using 512 × 512 images for 500k iterations with a
batch size of 𝑁𝑠 = 2048. Additionally, we set 𝜆 = 0.02 in the training
loss. The texture enhancement network architecture is based on HiDe-
NeRF [19]. During audio-driven facial avatar synthesis, the last feature
layer of the texture extractor 𝐸𝑡 is replaced with audio features to
maintain the audio–visual consistency of mouth and lip movements.
The texture enhancement network is trained for 150k iterations. All
experiments are conducted in PyTorch [23] and optimized using the
Adam optimizer [24] with a learning rate of 5𝑒−4.

3.3. Evaluation

Evaluation Metrics. We adopt a range of metrics to quantitatively
evaluate the quality of the generated results. These metrics include 𝐿1
distance, PSNR, SSIM [28], and LPIPS [29], which are commonly used
for 3DMM-driven face reenactment. Additionally, for audio-driven face
reenactment, we incorporate the SyncNet Confidence [30] to assess the
accuracy of mouth shapes and lip sync.

Evaluation of 3DMM-driven Face Reenactment. To comprehensively
evaluate the performance of 3DMM-driven face reenactment, we select
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four representative methods: first-order motion models (FOMM) [25],
NerFACE [8], INSTA [26], and PointAvatar [31]. Following prior re-
search, we utilize three monocular videos provided by NerFACE and
extract the 3DMM expression coefficients from each frame for both
training and testing. To ensure fairness, considering that INSTA solely
renders the face without incorporating the torso and background parts,
we utilize semantic segmentation to isolate only the face from our
rendered results (denoted as Ours_face) for evaluation. Table 1 presents
the average quantitative results, demonstrating our method’s superi-
ority over the baselines across all metrics. Additionally, it is evident
that the three NeRF-based methods exhibit a significant advantage
over FOMM, underscoring the efficacy of employing neural radiance
fields for face reenactment. Fig. 2 illustrates the qualitative comparison
results in the self-reenactment scenario. The figure also depicts the
squared error between the ground truth and the generated images, with
brighter regions indicating larger errors. As can be observed from the
results, FOMM introduces noticeable artifacts and distortions in facial
photos and fails to preserve the identity of the original face. While
NerFACE captures subject appearances, it struggles with unnatural
torso movements and lacks fine-grained facial details. Fig. 2 highlights
the larger squared error in the torso region of NerFACE. INSTA ex-
hibits contour artifacts around the chin and hair areas. In contrast,
our method faithfully renders various facial features, including glasses,
eyes, mouth, teeth, wrinkles, and acne, while achieving realistic torso
movements. These findings validate the high-quality 3DMM-driven face
reenactment capabilities of our approach.

Evaluation of Audio-driven Face Reenactment. We then evaluate
the performance of audio-driven face reenactment against three state-
of-the-art methods: AD-NeRF [10], DFRF [12] and SadTalker [27].
Table 2 presents the quantitative results, showcasing our method’s
superior performance over AD-NeRF across all metrics. Nevertheless,
DFRF achieves higher quantitative results by treating the torso as
a static background. To make a fair comparison, we also evaluate
the performance of DFRF without considering the torso and back-
ground (denoted as DFRF_face) and our method without the torso
and background (denoted as Ours_face) using semantic segmentation.
Table 2 displays that Ours_face outperforms DFRF_face, particularly

in terms of SyncNet Confidence. SadTalker, trained on a large video
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Fig. 3. Qualitative evaluation of audio-driven face reenactment. From left to right: the ground truth image, AD-NerF [10], DFRF [12], SadTalker [27] and our method. Here, we
mark the head-torso separation issue with red arrows. The results show that our method can not only alleviate the head-torso separation issue but also capture better mouth and
teeth shapes.
Table 1
Quantitative evaluation results of 3DMM-driven face reenactment.

Methods Metrics

𝐿1 ↓ PSNR ↑ SSIM ↑ LPIPS ↓

FOMM 0.034 23.55 0.892 0.079
NerFACE 0.017 27.84 0.956 0.058
PointAvatar 0.023 23.88 0.888 0.125
Ours 0.013 30.00 0.964 0.037

INSTA 0.013 24.87 0.939 0.100
Ours_face 0.009 27.96 0.962 0.033

* Trained on RTX 3090 graphics card.

dataset, exhibits remarkable performance in audio-to-lip synchroniza-
tion. However, it is restricted to processing videos at a resolution of
256 × 256. When dealing with higher-resolution videos, SadTalker
can only handle facial regions, resulting in misalignments between the
face and torso. Fig. 3 illustrates the qualitative comparison results in
the self-reenactment scenario. Our method consistently generates more
accurate mouth and teeth shapes compared to baseline methods. Addi-
tionally, the baseline methods exhibit noticeable head-torso separation
issues. These experimental results demonstrate the superiority of our
proposed method.

3.4. Ablation study

In the previous sections, we have shown the superior performance of
our method over the baseline methods through extensive experiments.
In this section, we analyze the effect of each key component of our
method by conducting a stepwise ablation study where components
are progressively removed. This allows us to evaluate the impact of
each component individually and comprehend their collective effect
on the model’s performance. We consider the following variants of our
method:

1. w/o TE: Our method without texture enhancement.
2. w/o TE_DWS: Our method without texture enhancement and

dynamic weighted ray sampling.
164 
Table 2
Quantitative evaluation results of audio-driven face reenactment.

Methods Metrics

𝐿1 ↓ PSNR ↑ SSIM ↑ LPIPS ↓ Sync ↑

Ground Truth – – – – 7.670
AD-NeRF 0.020 26.31 0.938 0.081 0.751
DFRF 0.008 33.21 0.976 0.028 3.79
SadTalker 0.060 19.41 0.829 0.191 6.392
Ours 0.015 27.90 0.956 0.042 3.984

DFRF_face 0.010 26.34 0.964 0.028 3.553
Ours_face 0.009 26.55 0.965 0.029 3.621

3. w/o TE_DWS_LDF: Our method without texture enhancement,
dynamic weighted ray sampling, and local deformation field.

4. w/o TE_DWS_HDM: Our method without texture enhancement,
dynamic weighted ray sampling, and hyper-space deformation
module.

Note that we perform the ablation studies on the first subject
for 3DMM-driven face reenactment and the first subject (Obama) for
audio-driven face reenactment, respectively. Tables 3 and 4 report
the quantitative comparison results. The findings indicate that the full
model outperforms the degraded models in both 3DMM-driven and
audio-driven face reenactment. However, the quantitative comparison
results may not be very distinct since the full model primarily enhances
the degraded models in terms of fine-grained facial features. Moreover,
the PSNR metric may not accurately reflect perceptual quality as it
tends to favor blurry results over sharp images.

Figs. 4 and 5 illustrate the qualitative ablation results for 3DMM-
driven face reenactment and audio-driven face reenactment, respec-
tively. We notice that without the texture enhancement technique, the
rendered images lack realistic details. We also observe that the absence
of dynamic weighted ray sampling results in a blurry mouth region,
especially noticeable in audio-driven face reenactment. Furthermore,
by comparing the results of w/o TE_DWS_LDF and w/o TE_DWS_HDM,
we find that both the local deformation field and global deformation
field are crucial for achieving high-quality facial reenactment. In the
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Fig. 4. The qualitative ablation results on 3DMM-driven face reenactment.
Fig. 5. The qualitative ablation results on audio-driven face reenactment.
squared error image displayed in Fig. 4, we observe that the torso
is well-reconstructed through the hyper-space deformation module,
mitigating the issue of unnatural torso movements. In summary, these
results demonstrate the effectiveness of each component.

In addition to the previous ablation studies, we further investigate
the influence of sampling weight sizes specifically for the audio-driven
face reenactment task. We adjust the sampling weight sizes for lips
and mouth to 1, 1.1, 1.5, 5, and 10. Each variation undergoes test-
ing under identical experimental conditions to ensure consistency and
comparability. The results, as presented in Table 5, illustrate how
different sampling weight sizes affect the quality and realism of face
reenactment, emphasizing the critical role they play in enhancing facial
reenactment outcomes.

4. Conclusion and future work

We propose a semantic-aware hyper-space deformable NeRF-based
framework for reconstructing high-fidelity facial avatars from monoc-
ular videos, which can be driven by either 3DMM coefficients or audio
input. The proposed framework effectively captures the complex mo-
tion dynamics across the head, torso, and facial features by introducing
dynamic weighted ray sampling and a hyper-space deformation mod-
ule. Extensive experiments demonstrate that the proposed framework
165 
Table 3
Quantitative comparison of the ablation study on 3DMM-driven face reenactment.

Methods Metrics

𝐿1 ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Ours 0.017 25.75 0.953 0.059
w/o TE 0.019 25.32 0.947 0.093
w/o TE_DWS 0.019 25.46 0.947 0.094
w/o TE_DWS_LDF 0.019 25.21 0.946 0.094
w/o TE_DWS_HDM 0.021 24.36 0.946 0.101

Table 4
Quantitative comparison of the ablation study on audio-driven face reenactment.

Methods Metrics

𝐿1 ↓ PSNR ↑ SSIM ↑ LPIPS ↓ Sync ↑

Ours 0.013 28.62 0.964 0.056 2.789
w/o TE 0.013 28.57 0.960 0.062 2.737
w/o TE_DWS 0.013 28.41 0.959 0.058 1.742
w/o TE_DWS_LDF 0.013 28.38 0.959 0.062 1.620
w/o TE_DWS_HDM 0.013 28.85 0.961 0.068 0.807

surpasses the existing state-of-the-art methods, achieving remarkable

results in reconstructing realistic and expressive facial avatars.
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Table 5
Quantitative assessment of varying sampling weight sizes for lips and mouth in
audio-driven face reenactment.

Methods Metrics

𝐿1 ↓ PSNR ↑ SSIM ↑ LPIPS ↓ Sync ↑

weight=1 0.016 29.29 0.960 0.057 4.553
weight=1.1 0.015 29.41 0.961 0.055 4.985
weight=1.5 0.016 29.23 0.960 0.054 4.719
weight=5 0.015 29.40 0.960 0.054 4.656
weight=10 0.015 29.44 0.960 0.057 4.335

While our framework shows superiority over existing methods,
ertain limitations remain. Firstly, reproducing finer facial details poses
challenge, which we aim to address through further exploration of im-
ge enhancement methodologies. Secondly, the training and inference
ime of our NeRF renderer is prolonged due to its vanilla imple-
entation. Future work will focus on reducing this time through the

ntegration of recent advancements in model optimization techniques.
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